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Abstract Sensible heat flux directly influences local and regional climate and can be estimated using
remotely sensed satellite observations. Although significant efforts have been made to estimate sensitivity
and uncertainty in energy flux estimates at the local and regional scales using both models and algorithms
compatible with remotely sensed satellite data, few studies quantify the sensitivity or uncertainty at the
global scale, enabling a global comparison among uncertainty drivers. This study uses the 10 percentile
change from the mean value in the empirical cumulative distribution function for the distribution of each
input data set to calculate the sensitivity of the unconstrained, terrestrial sensible heat flux to change in the
input data sets and uses this sensitivity in a first-order analysis of the uncertainty in the sensible heat flux.
The largest sensitivities to the Zilitinkevich empirical constant (Czil) are in the Amazon, northern Australia, and
the plains of North America, while the sensitivity of the sensible heat flux to the temperature gradient is
largest in dry regions of shorter vegetation. The Czil contributes most to the uncertainty of over 50–100 W/m2

in the Amazon and Indonesia, while the temperature gradient contributes most to the uncertainty
elsewhere, producing an overall global average uncertainty of 24.8 W/m2. Future work should reduce the
uncertainties in the temperature gradient and the Czil to reduce the uncertainty in sensible heat flux estimates.

1. Introduction

The turbulent fluxes of latent and sensible heat at the Earth’s surface drive local and regional climate.
Through these fluxes, the available energy at the land surface is apportioned into water and heat conduction
(Pipunic et al., 2008). Among the options for measuring these fluxes, satellite remote sensing offers increased
coverage for global estimates (Jimenez et al., 2011) compared with local eddy covariance measurements
(e.g., FLUXNET web page, 2016) and field campaigns (e.g., the Boreal Ecosystem-Atmosphere Study, Sellers
et al., 1997). Siemann et al. (2018) developed and validated global, terrestrial, 0.5° resolution sensible heat flux
products using remotely sensed satellite observations, and in this study, we analyze the sensitivity and uncer-
tainty in the global unconstrained estimates.

Although various studies explore and quantify uncertainty of estimated energy fluxes relative to independent
observations (e.g., Chehbouni et al., 2001; Oleson & Bonan, 2008; Wang et al., 2016) or relative to a regional
reference data set of higher accuracy when using different data sets for a given input (Madhusoodhanan
et al., 2017), several other studies quantify sensitivity and uncertainty of energy and water fluxes inherent
in their estimation. Xu et al. (2017) and Jung et al. (2011) quantify uncertainty in regional or global energy flux
estimates, respectively, upscaled from tower-observed fluxes using, in Xu et al. (2017), uncertainty within the
algorithms used to upscale these estimates, including instrument uncertainty, state variable uncertainty,
turbulent sampling random and systematic uncertainty, and training uncertainty, and using the standard
deviation of model trees from a machine learning algorithm used as estimators in Jung et al. (2011). While
these uncertainties incorporate uncertainties from various features within the models, neither of these
studies explicitly assess the sensitivities within the fluxes. Zhang et al. (2017) and Rosolem et al. (2012) imple-
ment the Sobol sensitivity analysis method to the Priestly-Taylor evapotranspiration model from National
Aeronautics and Space Administration’s Jet Propulsion Laboratory and the Simple Biosphere 3model, respec-
tively, to calculate the sensitivity indexes and compare the sensitivity of the output fluxes to the parameters
within the models. Additionally, studies such as Bormann (2008) and Long et al. (2011) vary the spatial reso-
lution of inputs to determine the impact of resolution on the estimated fluxes compared to a reference
model simulation.

Other sensitivity analysis approaches use Monte Carlo-based methods to calibrate parameters within models
used to calculate energy fluxes and examine the sensitivity of the fluxes. Schulz and Beven (2003) uses a
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Bayesian Monte Carlo framework within the generalized likelihood uncertainty estimation method to cali-
brate the parameters for and compute uncertainty bounds on predictions from different soil vegetation
atmosphere transfer models for estimating latent heat flux. Hou et al. (2012) applies a minimum relative
entropy approach, which is a quasi-Monte Carlo method, to generate the values for the parameters using
prior probability distribution functions to quantify uncertainty and sensitivity in the Community Land
Model at 13 flux tower sites in the United States. Metzger et al. (2016) also uses a Monte Carlo-based sensi-
tivity analysis to assess the impact of 54 parameters on outputs of water and heat fluxes in the Coupled heat
and mass transfer model for the soil-plant-atmosphere system (CoupModel) version 5 using 50,000 runs.

In addition to adjusting parameters to incorporate the sensitivity and uncertainty resulting from changes in
those parameters, the uncertainty from input data, and how that uncertainty propagates into the resulting
energy flux estimates from the different data sets required to calculate the estimates needs to be evaluated
(Bormann, 2008). Uncertainty increases when input data needs to be taken from several sources (Bounoua
et al., 2006), as is the case for energy flux algorithms requiring both global meteorological data as well as land
cover properties. Boisier et al. (2012) uses multivariate regression analysis of seasonal anomalies in energy
fluxes with those of input land cover variables to determine the sensitivity of the global climate models to
these changes. Instead of looking at historical changes in the inputs, several studies perturb input variables
by set increments to analyze the sensitivity and uncertainty in energy fluxes produced by these perturba-
tions. Dirmeyer et al. (2000) uses fractions of the soil wetness index of 0.05, 0.1, 0.25, and 0.5 to determine
the sensitivity of the evaporative fraction to this index. Alton et al. (2006) varies meteorological inputs such
as specific air humidity, surface pressure, wind speed, and air temperature within the limits of uncertainty
in each, defined to be ±10%, ±5%, ±10%, and ±0.33%, respectively, based on tower observations, to assess
the sensitivity and uncertainty in energy fluxes from the Joint United Kingdom Land Environment
Simulator model.

Many of the above studies assess the sensitivity and uncertainty in land models or climate models, but other
studies examine sensitivity and uncertainty in algorithms based on remotely sensed satellite data.
Cammalleri et al. (2012) synthetically alters the radiative surface temperature by 1 °K and 3 °K, determined
from the 1 °K uncertainty in the remotely sensed surface temperature, to determine the sensitivity of the
two-source energy balance (TSEB) model to potential errors in temperature. Sanchez et al. (2008) calculates
the sensitivity in the simplified two-source energy balance model by increasing and decreasing the input
data for the whole time series by the uncertainty in that input, which Sanchez et al. (2008) defines as 50%
uncertainty for roughness length for momentum, 10% uncertainty for wind speed, and 1–2°C for land surface
temperature (LST), for example, while holding the rest of the input data at the reference values. The differ-
ence in the fluxes output from simplified two-source energy balance are then normalized by the reference
value for the input adjusted to obtain the relative sensitivity, which is averaged over the time series. Using
a similar methodology to calculate sensitivity, Timmermans et al. (2007) applied changes of 1.25% and
0.75% to the input data to calculate the sensitivities but used only 1% changes for the surface temperature
to remain within a reasonable range of temperatures, while Long et al. (2011) perturbed the input data and
parameters derived fromModerate Resolution Imaging Spectroradiometer (MODIS) images for use in TSEB as
well as the Surface Energy Balance Algorithm for Land by 5% increments within +±50% for each input but
used a 2 °K increment for LST. Marx et al. (2008) not only calculates the sensitivity in sensible heat flux derived
from satellites but also calculates the uncertainty due to the input data using a method based on Gaussian
Error Propagation in which the variance of sensible heat flux is calculated as the sum over all inputs of the
squared sensitivity of sensible heat flux to a given change in one input times the square of the standard
deviation of that input. Also, Tang et al. (2013) have quantified the uncertainty of the Surface Energy
Balance Algorithm for Land model caused by variation in the sizes of the area of interest and satellite pixel
on estimating the regional sensible heat flux and latent heat flux by proposing generalized analytical equa-
tions and through model applications.

Although the strategies to compute sensitivity and uncertainty in energy fluxes, such as sensible heat flux,
differ among studies, many of the studies mentioned above have narrow domains of the local tower or in situ
station scale (e.g., Alton et al., 2006; Cammalleri et al., 2012; Chehbouni et al., 2001; Marx et al., 2008; Sanchez
et al., 2008), catchment scale (e.g., Metzger et al., 2016; Long et al., 2011; Wang et al., 2016), or the regional
scale (e.g., (Boisier et al., 2012; Bounoua et al., 2006; Hou et al., 2012; Timmermans et al., 2007), with only
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Jung et al. (2011) at the global scale. Additionally, several of these studies evaluate a lengthy list of
parameters, but the most commonly examined parameters and input data sets for sensible heat flux
estimates examined are temperatures (e.g., (Alton et al., 2006; Chehbouni et al., 2001; Cammalleri et al.,
2012; Long et al., 2011; Marx et al., 2008; Sanchez et al., 2008; Timmermans et al., 2007; Xu et al., 2017;
Zhan et al., 1996), including the temperature gradient between the LST and the air temperature (e.g.,
Gibson et al., 2011), wind speed (e.g., (Alton et al., 2006; Long et al., 2011; Marx et al., 2008; Sanchez et al.,
2008; Timmermans et al., 2007; Zhan et al., 1996), and the aerodynamic properties of the vegetation such
as the roughness length for momentum (e.g., Long et al., 2011; Marx et al., 2008; Sanchez et al., 2008;
Timmermans et al., 2007; Xu et al., 2017; Zhan et al., 1996), leaf area index (e.g., Alton et al., 2006; Sanchez
et al., 2008; Timmermans et al., 2007; Zhan et al., 1996), a vegetation index such as normalized difference
vegetation index (e.g., Timmermans et al., 2007; Zhan et al., 1996) or the enhanced vegetation index
(e.g., Xu et al., 2017), or displacement height and fractional vegetation cover (e.g., Tang et al., 2010;
Tang & Li, 2017).

In this study, we quantify the global scale sensitivity of the sensible heat flux due to the dominant input data
sets of the temperature gradient between the surface and the atmosphere, and the input data for the aero-
dynamic resistance including the wind speed, the roughness length for momentum, and the Czil empirical
constant defined below in equation (10). We then use this sensitivity to calculate the global uncertainty in
the sensible heat flux due to these input data sets with a method similar to the methodology of Marx et al.
(2008). For the sensitivity calculation, instead of applying a percentage change from the mean value for each
input, we calculate the 10th percentile change in the empirical cumulative distribution function (ECDF) for
the distribution of each data set, grouped either by vegetation height or by latitude, and use this value for
the change from the mean for the full time series for each input, and we average the resulting change in the
sensible heat flux over the full time series for each pixel, globally. Although the methodology, in itself, is not
significantly novel, in this study, we apply it globally, enabling us to compare the drivers of the sensitivity
and uncertainty in the sensible heat flux at this global scale. We present the sensitivity of the sensible heat
flux to each input in section 3.1, and we present the uncertainty due to each input as well as the overall
uncertainty in the sensible heat flux in section 3.2. The results are discussed in sections 4.1–4.2.

2. Data and Methods
2.1. Sensitivity Analysis

In this study, we compute the sensitivity of the sensible heat flux to each of the dominant input variables by a
first-order Taylor expansion of the function for sensible heat flux, g(x), at the mean, x, as follows

g xð Þ ¼ g xð Þ þ g
0
xð Þ� x � xð Þ (1)

We define the sensitivity of the sensible heat flux to changes in input variables as g
0
xð Þ, which is the differ-

ential of g(x) with respect to x evaluated atx, and can be estimated using a centered difference approximation
(Chapra & Canale, 2010)

g
0
xð Þ ¼ g x þ Δxð Þ � g x� Δxð Þ

2Δx
(2)

in which Δx is the change in the variable x from x. Because this symmetric difference quotient is derived from
a linear approximation of the function, it is not a sufficient approximation of the slope due to the nonlinea-
rities in g(x). Therefore, we use a more accurate estimate of the slope as follows

g
0
xð Þ ¼ g x þ Δxð Þ � g x � Δxð Þ

2Δx
þ x�g

0 0
xð Þ (3)

accounting for the second derivative using the centered difference approximation as follows (Chapra &
Canale, 2010)

g
0 0
xð Þ ¼ g x þ Δxð Þ � 2g xð Þ þ g x � Δxð Þ

Δxð Þ2 : (4)

If we had a continuous function for g(x), the derivatives could be computed atg xð Þ. Rather they are computed
numerically using the above equations. Although the magnitudes of the variables are different, we use a Δx
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relative to the ECDF for each variable, respectively, by taking the
average of the difference between the 40th and 50th percentile
and the difference between the 50th and 60th percentile in the
ECDF. These intervals are large enough to capture the nonlinear
changes in g(x) away from the mean, but not so large as to distort
the approximation of g(x) in ((2)) and ((4)). For the temperature
gradient and wind speed, we compute the ECDF for three latitudinal
zones, the tropics (20°S–20°N), extratropics (21°S–40°S and 21 N–
40 N), and high latitudes (41°S–90°S and 41 N–90 N) by averaging
the ECDF obtained from 10 sets of 10,000 randomly selected land
grid values, without replacement. For the Czil and roughness length,
we compute the ECDF for short (including closed and open shrub-
land, savannahs, grasslands, and cropland land cover types) and tall
(including needleleaf forests, broadleaf forests, mixed forests, and

woody savannah land cover types) vegetation separately by using all grids with over 99.9% coverage for
the respective land cover types in each category. The Δx values computed from the respective ECDFs are
shown in Table 1.

We compute the sensitivity by computing the sensible heat flux full time series (i.e., hourly, from 1979 to
2009) for each grid, globally, using the mean values for Czil and roughness length and the full time series
for all time-varying inputs, and changing one dominant input at a time for the full time series. We, then,
calculate the average change in sensible heat flux ascribed to the change in each variable from the full time
series to obtain the sensitivity for each grid.

2.2. Uncertainty Analysis

The sensitivity of sensible heat flux to each of its dominant inputs enables us to calculate the overall uncer-
tainty in the sensible heat flux estimates using the first-order analysis of uncertainties. If we use the first-order
approximation of the function H = g(x), where g(.) is the function describing H, x is a vector of k uncertain
input variables (in our case k = 4), then we can approximate the variance of H as (Mays & Tung, 1992, equation
5.3.3.)

Var H½ � ¼ Var g ¯x
� �h i

þ
Xk

i

Xk

j

Δg
Δxi

� �
Δg
Δxj

� �
Cov xixj

� �
(5)

where Δg
Δxi

h i
is the sensitivity coefficient representing the rate of change in the function g(x) at x = x for

input parameter xi. Because the approximation of g(x) is around the mean values of x , the Var g xð Þ½ �
term is 0.

We acknowledge that the input variables could be correlated, so we calculated the correlation coefficients
among the data sets. The correlation coefficients rarely rise above 0.5, so we simplifying equation (5) by
assuming that these variables are uncorrelated leading to (Mays & Tung, 1992)

Var H½ � ¼
Xk

i¼1

Δg
Δxi

� �
x

2

�Var xi½ �X: (6)

For the temperature gradient, we calculate the sample variance of the average difference between the hourly
temperature gradient using the Wang and Zeng (2013) air temperature formed from the European Centre for
Medium-Range Weather Forecasts reanalysis-Interim project data and the five remaining hourly temperature
gradients for the full time period to obtain the variance in the temperature gradient. We calculate the sample
variance of the average difference between 3-hourly Climate Forecast System Reanalysis (CFSR) wind speed
and two other 3-hourly wind speed data sets, the Modern-Era Retrospective analysis for Research and
Applications and the Princeton Global Forcing data set version 1 (Sheffield et al., 2006). We calculate the var-
iance in Czil from the standard deviation computed from the 8,500 decision tree predictions within the fitted
Extra-Trees model for each grid, ranging from 0.04 to 0.18 (Chaney et al., 2016). We also assume a variance of
10% of the squared averaged roughness value for each grid, using the weighted average of roughness based
on fractional area for each vegetation type. This choice of 10% of the squared roughness length as the

Table 1
Changes Around the Mean for Sensitivity Analysis Inputs

Vegetation Category Czil Roughness length (s/m)

Tall 0.035 0.020
Short 0.041 0.004
Latitude Region Temperature

gradient (°K)
Wind speed

(m/s)
Tropics 0.538 0.376
Extratropics 0.628 0.457
High latitudes 0.669 0.508

Note. These changes around the mean are the Δx values in section 2.1 deter-
mined from the average difference between the 40th and 50th percentiles
and 50th and 60th percentiles in the empirical cumulative distribution function
of the distributions.
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variance is similar to the choice by Marx et al. (2008) to use 10% of the roughness length as the standard
deviation of this input in their uncertainty calculation.

2.3. Sensible Heat Flux Methodology
2.3.1. First-Order Approximation
The sensible heat flux (H) is described in detail in Siemann et al. (2018). We parameterized the sensible heat
flux with the first-order approximation according to Monteith (1973)

H ¼ ρCp Ts � Tað Þ
ra

(7)

where Ts is the physical LST calculated with the High-Resolution Infrared Radiation Sounder (HIRS) LST (°K)
computed in Coccia et al. (2015) and evaluated in Siemann et al. (2016) and MODIS emissivity (the HIRS-
consistent LST assumes an emissivity of 1.0), Ta is the potential air temperature calculated with a 2-m air
temperature (°K), ρ (kg/m3) is the air density calculated using the National Oceanic and Atmospheric
Administration’s CFSR (Saha et al., 2010) air pressure at the 2-m air temperature, Cp is the specific heat capa-
city of air at constant pressure (1,004.6 J·kg�1·K�1), and ra is the aerodynamic resistance (s/m). Ts � Ta is the
surface temperature gradient, and we modify it as an input variable for the sensitivity and uncertainty analy-
sis instead of prescribing each temperature separately (as further discussed in Siemann et al., 2018). The sen-
sible heat flux is also calculated at 0.5°, hourly resolution in this analysis. Siemann et al. (2018) validated the
products calculated with this methodology against both FLUXNET estimates as well as at the basin scale
using inferred sensible heat flux from precipitation, runoff, net radiation, and ground heat. Sections
2.3.2–2.3.3 describe the data sets used for the temperatures as well as the methodology for ra.
2.3.2. Surface Temperature Gradient
The physical LST, Ts, was calculated using the hourly, 0.5° resolution LST product over the period 1979–2009
developed by Coccia et al. (2015) to be consistent with HIRS satellite retrievals. Coccia et al. (2015) binned the
retrievals into hourly time steps, aggregated them to 0.5° resolution grids, and used the Model Conditional
Processor (Coccia & Todini, 2011; Todini, 2008) Bayesian methodology to merge CFSR estimates with the
satellite retrievals, averaging the resulting merged data sets using the linear opinion pool approach
(Clemen & Winkler, 1999; Stone, 1961). Siemann et al. (2016) validated this LST product against a LST derived
using Baseline Surface Radiation Network measured upward longwave radiation with the Stefan-Boltzmann
Law. To calculate the physical LST, Siemann et al. (2018) adjusted this LST by the monthly MODIS emissivity
for the 14 MODIS University of Maryland vegetation types (Ren et al., 2013).

To form the temperature gradient, Siemann et al. (2018) used six-hourly, global, 0.5° resolution 2-m air tem-
perature data sets for 1979–2009 for the six sensible heat products corresponding with each air temperature.
In this study and based on the results presented in Siemann et al. (2018), we use the CFSR air temperature
product as the mean air temperature to form the temperature gradients with the HIRS-consistent LST, and
we adjust the temperature gradient as one of the input variables for the sensible heat flux.
2.3.3. Aerodynamic Resistance
We follow themethodology in Siemann et al. (2018) based onMonteith’s (1973) parameterization for the sen-
sible heat flux. We group the aerodynamic resistance as follows

ra ¼ 1
Chuz

(8)

where the uz is the wind speed from CFSR (ms�1) and the Ch is the coefficient of heat transfer. Ek et al. (2003)
describes the parametrization used in the offline Noah Land Surface Model version 3.4.1 which uses the Janjic
(1994) formulation to calculate for the Ch as follows

Ch ¼ u�k

ln zþz0m
z0h

� �
þ Ψh

zþz0m
L

� �� Ψh
z0h
L

� �h i (9)

where k is the von Karman constant, z is the reference height (m), u* is the friction velocity (m/s), L is the
Obukhov length (Monin & Obukhov, 1954), and z0h and z0m are the roughness lengths for heat and momen-
tum (m). We use the z0m from the University of Maryland land cover type data set (Defries et al., 2000) for 14
land cover types upscaled from ~1 km to 0.5° resolution (see Hansen et al., 2000, for detailed description of
each type), and in this study, we compute the area weighted average z0m to be used as the mean value. The
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following relationship is also applied between the two roughness lengths to correct for the difference
between the near surface air temperature and the radiative skin temperature (used as the LST)

z0m
z0h

¼ exp kCzil

ffiffiffiffiffiffiffiffi
Re�

p� �
(10)

where Re* is the roughness Reynolds number and Czil is first defined in Zilitinkevich (1995). In this study, we
use the data set developed by Chaney et al. (2016) for the mean Czil value. The wind speed, z0m, and Czil are
adjusted for the sensitivity analysis from the mean values according to section 2.1.

3. Results
3.1. Sensitivity of Sensible Heat to Inputs

Figure 1 displays the overall sensitivity of sensible heat flux to changes in Czil, temperature gradient, surface
roughness, and wind speed, respectively, in panels a, b, c, and d. The largest sensitivity to change in Czil
(Figure 1a) occurs within 300–350 W/m2 change per unit of Czil in the Amazon, northern Australia, the plains
of North America, and some regions of Africa and Eurasia. In Figure 1b, the largest sensitivity to the surface
temperature gradient is within 8–20 W/m2 change per degree kelvin in temperature gradient in central
Eurasia, the northern plains of North America, the Sahara, the Middle East, South Africa, and Australia.
Some similar areas, such as the Sahara, the Middle East, central Eurasia, Australia, and the plains of North
America share a large sensitivity to the roughness length (Figure 1c) in the range of 200–500+ W/m2 change
per meter change in roughness length. The smallest sensitivity to the roughness length in the range of 1–
10 W/m2 is concentrated in the tropics as well as areas of northern Canada and some high latitudes of
Eurasia. In Figure 1d, the largest sensitivity to the wind speed in the range of 8–30 W/m2 change per 1 m/s
of wind speed occurs in the Sahara, the Middle East, and Australia. Similar regions of the tropics and northern
high latitudes shown in Figure 1c have the smallest sensitivity to change in wind speed of under 2 W/m2 in
the high latitudes and part of the Congo but also under 6 W/m2 in the Amazon. While the largest relative sen-
sitivities are distributed differently among the inputs, some of the smallest relative sensitivities can consis-
tently be found in the northern high latitudes.

3.2. Uncertainty in Sensible Heat Due to Uncertainty in Inputs

Using the sensitivity to calculate uncertainty in sensible heat due to each input, we calculate the overall
uncertainty in sensible heat due to the combination of these four dominant inputs, displayed in Figure 2.
The largest uncertainty of 35–200 W/m2 in sensible heat flux occurs in the Amazon, while the smallest uncer-
tainty of 5–10 W/m2 occurs in the northern middle to high latitudes. Although the Amazon, parts of
Indonesia, and the Congo have similar land cover types, the uncertainty in the Amazon and parts of
Indonesia is far larger than the uncertainty in the Congo, which is only 5–15 W/m2. In Figure 2, the remainder
of the globe displays at least 5 W/m2 uncertainty, and most commonly between 25 and 35 W/m2. The overall
global average uncertainty is 27.4 W/m2.

Figure 3 shows the fraction of the total uncertainty attributed to each input. Uncertainty due to the tempera-
ture gradient (Figure 3b) dominates in most regions, particularly in the northern high latitudes, but the uncer-
tainty due to the Czil (Figure 3a) dominates in the Amazon and areas of Indonesia, the eastern continental
United States (CONUS), and eastern Asia, which are tropical andmidlatitude forested regions. The wind speed
(Figure 3d) contributes the least to the uncertainty with all fractions of the total under 0.3 and under 0.1 in
most regions.

Figure 4 provides additional context by displaying both the relative uncertainty, defined as the uncertainty
due to each input normalized by the mean (the unconstrained product using the CFSR air temperature from
Siemann et al., 2018) in panels a–d, as well as the coefficient of variation, depicting the standard deviation
normalized by the mean in panel e. The relative uncertainty due to the Czil in Figure 4a is largest (above
0.5) in the Amazon, eastern CONUS, central Africa, much of Europe, and southeast Asia. The relative uncer-
tainty due to the temperature gradient in Figure 4b is largest (above 5–10) in the northern high latitudes
and is smallest in the Sahara, the Middle East, the Horn of Africa, and Australia. The relative uncertainty
due to the roughness length is under 0.2 in all regions except the southern half of South America and
Africa, while the relative uncertainty due to the wind speed in Figure 4d is under 0.1 across most of the globe.
In Figure 4e, the Amazon and northern high latitudes have the largest coefficients of variation of well over 1.0
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in some regions. The lowest coefficients of variation of 0.1–0.3 occur in the Sahara, the Horn of Africa, the
Middle East, most of Australia, and India, among other smaller regions.

4. Discussion
4.1. Sensitivity Analysis

In Figure 1a displaying the sensitivity of sensible heat flux to a unit change in Czil, we find the largest sensitiv-
ities of over 350W/m2 in both regions of tall vegetation such as the forests of the Amazon and drier regions of
shorter vegetation such as the upper Midwest of CONUS, Canadian plains, northern Australia, and some
regions of Africa and Eurasia. We find sensible heat flux sensitivity to Czil in regions of South America, Africa,

Figure 1. Total sensitivity of sensible heat flux to changes in Czil, temperature gradient (grad), surface roughness (rough), and wind speed, respectively in panels a–d.
Units are change in watt per square metre per change in Czil (unitless), per change in temperature gradient in degrees kelvin, per change in roughness length in
meters, and per change in wind speed in meters per second.

Figure 2. Total uncertainty in sensible heat due to the dominant inputs of Czil, roughness length, temperature gradient, and wind speed. This uncertainty is the
square root of the sum of the variances in each input which are calculated using the sensitivity of sensible heat to each component and the uncertainty in each
component.
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and Asia that do not havemany FLUXNET eddy flux towers because the Czil is first fitted at available flux towers
and extended globally based on land cover and climate covariates (see Chaney et al., 2016, for further details).
Czil in regions without towers is more uncertain. As for the upper Midwest of CONUS and Canadian Plains, the
relative abundance of eddy flux towers to which the Czil was fit can result in quite different (and more
variable) Czil estimates relative to areas with fewer towers, producing larger sensible heat flux sensitivities.

Figure 3. Fraction of the total uncertainty in the sensible heat flux due to each dominant input of Czil, temperature gradient, surface roughness length and wind
speed in panels a–d, respectively.

Figure 4. The relative uncertainty due to each input (uncertainty due to each input normalized by mean sensible heat flux of the product using the Climate Forecast
System Reanalysis air temperature) including Czil, temperature gradient, roughness length, and wind speed in panels a–d, respectively, and the coefficient of var-
iation, calculated as the standard deviation normalized by the mean of the sensible heat flux in panel e.
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In Figure 1b, the largest sensitivities of 10–20 W/m2 per 1 °K change in the temperature gradient are in the
upper Midwest of CONUS, Canadian plains, central Eurasia, and portions of the Sahara, South Africa, and
Australia. These regions all contain shorter vegetation such as grassland or bare soil land cover, which are
typically dry. As mentioned in Siemann et al. (2018), these regions exhibit high sensible heat fluxes, as more
available energy is partitioned into sensible heat flux instead of latent heat flux due to the lack of taller vege-
tation and sometimes lack of moisture. The sensitivity of sensible heat flux may be higher to the temperature
gradient in these regions also because the aerodynamic resistance is lower relative to other regions, and
when the resistance is small relative to the size of the gradient, any change in gradient will produce a dras-
tically different estimate of sensible heat flux. Although no other studies have completed a global sensitivity
analysis of the response of our first-order parameterization for sensible heat flux to changes in the tempera-
ture gradient, Norman et al. (1995) estimated local change in sensible heat flux calculated with TSEB can
approach 90 W/m2 with 1 °K change in the gradient at locations with taller vegetation, so our estimates
are well within this range when using our sensible heat flux parameterization.

The largest sensitivities in Figure 1c of the sensible heat flux to roughness length are in short vegetation
regions such as the southwest CONUS, Australia, the Middle East, and the Sahara, and the smallest sensitiv-
ities are in forested regions such as the Amazon, the Congo, and portions of Canada. The larger sensitivity to
changes in roughness length occurs when the roughness lengths are small and is likely because a unit
change in the roughness length (i.e., by 1 m) could more than double or triple the given roughness length
in those regions, which, for example, have a roughness length of 0.0112 m for bare soil, causing a drastically
different aerodynamic resistance that significantly changes the sensible heat flux. At larger roughness
lengths, as in forested areas with a roughness length of 2.653 m such as the Amazon evergreen broadleaf
forests, the roughness is already large that the change in resistance it produces is not big enough to make
an impact compared to the magnitude of the larger aerodynamic resistance it produces.

Larger sensitivity to wind speeds in northern Africa, the Middle East, and Australia as seen in Figure 1d occurs
in drier regions. In these dry regions with low lying vegetation, the wind speed plays a larger role in the
partitioning of available energy into sensible heat flux. This is because there is insufficient vegetation or
moisture to facilitate higher latent heat flux, and the overall annual average wind speed is higher (around
4–6 m/s) in these regions relative to the tropical forests (wind speeds around 0–3 m/s). In these ways, wind
speed plays a larger role in the aerodynamic resistance in these regions. In comparing the sensitivity of the
sensible heat flux to the wind speed with that of other studies, we find the average of three forest site sensi-
tivities from simulated sensible heat flux in Alton et al. (2006) of 2.1 W/m2 per m/s is very similar to the
average at the same forest sites of 3.2 W/m2 per m/s in our study.

The smallest sensitivity to all inputs at the northern high latitudes is likely due to the small relative magnitude
of several inputs compared to other global regions. The average wind speed in this region is only 2–3m/s, the
average temperature gradient is between�2 and 0 °K, and the average Czil is between 0.1 and 0.4. These low
values combined with a moderate roughness length when averaged using fractional vegetated area for each
cell at around 1.0 m results in no single input having a dominant influence on the magnitude of the sensible
heat flux. This keeps the sensitivity of sensible heat flux to these inputs small. Additionally, the increase in sen-
sitivity seen in eastern Russia and western Alaska to each of the inputs, compared with the remaining high
latitude regions, is likely related to the change in values of several inputs between these two regions.
Although the average wind speed remains the same in both regions, the average roughness length drops
to under 0.1 in eastern Russia and under 0.8 in most of Alaska, the average temperature gradient increases
to 0–2 °K, and the average Czil jumps above 0.5—and as high as 1.4 in some small regions and even to 3
or 4 in other areas. The increase in Czil, the increase in temperature gradient, and the decrease in roughness
length all increase the sensitivity of sensible heat flux to each of these inputs in eastern Russia and
western Alaska.

4.2. Uncertainty Analysis

Understanding the uncertainty in sensible heat flux is also important as it accounts for both the sensitivity
and uncertainty in each input, all which contribute to the overall uncertainty of the sensible heat flux. The
largest overall uncertainty in the Amazon seen in Figure 2 is attributed to the Czil input, as seen in Figure 3a.
This large uncertainty results from a combination of both a very high sensitivity of sensible heat flux to
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change in Czil seen in Figure 1a and the large uncertainty in Czil relative to other regions due to a lack of eddy
flux stations in South America that can be used to estimate Czil. The smallest overall uncertainty in middle to
high latitudes in Eurasia, as seen in Figure 2, results from the small uncertainties in wind speed, roughness
length, and Czil such that the primary contributor to the uncertainty in this region is the temperature gradient
uncertainty. Although 90% of the uncertainty in this region is due to the temperature gradient, as seen in
Figure 3b, the uncertainty in the temperature gradient is larger for other regions, and those larger values
combined with larger relative uncertainties from the remaining three primary inputs cause the overall mid
to high latitude uncertainty to be smaller in comparison.

The overall uncertainty between 25 and 35 W/m2, and the global average uncertainty of 24.8 W/m2 is larger
than the uncertainty range specified in the literature of 9 W/m2 in Wild et al. (2015) and the uncertainty range
of 4 W/m2 in Jung et al. (2011), but it does compare with the full range of different estimates reported within
the literature. As mentioned in section 1, Wild et al. (2015) reports a range of 27 W/m2 between the lowest
and highest estimates from Coupled Model Intercomparison Project Phase 5 models, and Jimenez et al.
(2011) displays estimates ranging from 18 to 57 W/m2, which is a total range of 39 W/m2.

We can attribute the disparity in uncertainty in Figure 2 between the Congo and the Amazon as well as parts
of Indonesia to the different sensitivities of the sensible heat flux to the input data. Figure 3c shows at least
90% of the uncertainty in the Amazon and portions of Indonesia is attributed to the Czil, while the uncertainty
in the Congo is largely dominated by the impacts of the temperature gradient. These differences in uncer-
tainty are also consistent with differences in the overall magnitude of higher sensible heat fluxes in the
Amazon and lower sensible heat fluxes in the Congo (Siemann et al., 2018).

When comparing the magnitude of this sensible heat total uncertainty with uncertainty reported at the local
scale, we find similarities between our estimates with Metzger et al. (2016) at the local scale. Metzger et al.
(2016) reports an uncertainty of approximately 3.5 W/m2 in the sensible heat flux at a natural peatland site
in Degerö Stormyr, Sweden, and our sensible heat flux total uncertainty at the pixel over the same location
is 5.8 W/m2. The difference of 2.3 W/m2 could result from the discrepancies in the scale of the pixel to the
local scale site of Metzger et al. (2016).

Of all the primary inputs, the largest fraction of the total uncertainty seen in Figure 3 is attributed to the
uncertainty in the temperature gradient in most regions. The temperature gradient’s dominant impact, rela-
tive to other inputs, is consistent with its expected influence as the dominant input in the denominator for
sensible heat flux (see equation (7)). The influence of the temperature gradient, reflected in Figure 3b, at over
60–80% of the uncertainty in regions such as Australia, the Great Plains of CONUS, Southwest CONUS, the
Horn of Africa, the Sahara, the Canadian Plains, and the Middle East is evident due to the differences in the
sensible heat flux in products calculated with different temperature gradient products in Figure 2 of
Siemann et al. (2018). The gradient’s influential contribution to the uncertainty may also partially be attribu-
ted to the wider range in products from which we draw our temperature gradient uncertainty estimate.
Compared with our assumption for roughness length uncertainty, the uncertainty resulting from the Czil esti-
mates, and the three wind speed products used to estimate the uncertainty range in wind speed, we have a
wider range of products available for the temperature gradient to provide this uncertainty estimate.

When looking at the relative uncertainty and coefficient of variation in Figure 4, we display the size of the
uncertainties due to each input and the total uncertainty relative to the mean in the sensible heat flux. In this
way, the higher coefficient of variation and relative uncertainty due to Czil in the Amazon consistently reflect
the smaller mean sensible heat flux in relation to the uncertainty driven by the Czil. The larger coefficient of
variation and relative uncertainty due to the temperature gradient in the northern high latitudes reflects the
larger uncertainty relative to a small mean sensible heat flux in these regions. The lower relative uncertainties
and coefficients in the Sahara, the Horn of Africa, Australia, Horn of Africa, and the Middle East reflect the
higher sensible heat fluxes, which still dominate over the magnitude of the uncertainty. These lower coeffi-
cients of variation in Australia, the Sahara, the Middle East, and the Horn of Africa coincide with regions which
are generally drier with more stable climates year round, so the variation could be expected to be smaller
than regions such as the high latitudes with seasonal variation of snow cover or the Amazon with large
fluctuations of moisture facilitating partitioning of available energy into latent heat flux from day to day in
the tropics.
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We did not assess additional sources of uncertainty noted in the introduction that impact the sensible heat
flux, most prominently at the pixel, local, or regional scale. Tang and Li (2017) evaluate the sensitivity of eva-
potranspiration estimates from their end-member-based soil and vegetation energy partitioning approach
due to inputs including fractional vegetation cover and vegetation height. While the radiation, air tempera-
ture, and surface temperature are among the most sensitive parameters, the fractional cover is among the
moderately sensitive parameters, causing variations of up to 2 or 3% in the evapotranspiration due to a
20% change in fractional cover (Tang & Li, 2017). Although uncertainty in the vegetation height and fractional
cover of vegetation can be quantified for a local study region, robust measures of the local-scale uncertainty
in these parameters are difficult to obtain globally.

5. Conclusions

In this study, we evaluate the global sensitivity of the sensible heat flux from the core input data sets of the
temperature gradient, the wind speed, the Czil, and the roughness length for momentum using methodology
based on Chapra and Canale (2010). We use the sensitivity and the uncertainty in each input data set to cal-
culate an overall sensible heat flux uncertainty using methodology based on Mays and Tung (1992). We find
that the largest sensitivities to Czil in regions of the Amazon, northern Australia, and the plains of North
America, which are unique regions in the distribution of FLUXNET eddy flux towers from which the Czil is
derived. These regions also coincide with regions of mismatch between our sensible heat flux products, rea-
nalysis products, and estimates from the literature, seen in Siemann et al. (2018). The sensible heat flux is
most sensitive to the temperature gradient in drier regions of shorter vegetation, which are similar regions
for the highest sensitivities to the roughness length for momentum and the wind speed. We find the smallest
sensitivities of the sensible heat algorithm to all inputs in the northern high latitudes.

Accounting for both the sensitivity due to each input data set and the uncertainty in each input data set, we
find the largest overall uncertainty in the Amazon of over 50–100 W/m2 and the smallest overall uncertainty
in the northern high latitudes of 5–10W/m2. The overall global average uncertainty of the sensible heat flux is
computed to be 24.8 W/m2, with most regions ranging from 25 to 35 W/m2. Outside the Amazon and
Indonesia where the Czil contributes most to the uncertainty, the temperature gradient contributes most
to the uncertainty in the sensible heat flux. Additionally, the coefficient of variation is largest in the
Amazon, far northern high latitudes, and the Congo, in which the sensible heat flux estimates are small com-
pared to the magnitude of the uncertainty. These global sensitivities and uncertainties enable us to know
which regions our sensible heat flux estimates are most reliable, as well as which input data sets drive the
uncertainty in the sensible heat flux, necessitating improvements in the data sets for these drivers to produce
more accurate future estimates of sensible heat flux. Future work should include a focus on reducing the
uncertainties in the individual input data sets, particularly the temperature gradient and the Czil, to reduce
the uncertainty in future sensible heat flux estimates.
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